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Plan for today

R FAQs

Regression FAQs

Transforming data with dplyr

Regression with R
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R FAQs
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RStudio fun
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Column types
Numeric, continuous, count, ordinal, interval,

qualitative, categorical, a billion other inconsistent names
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File paths, working directories,
and RStudio projects
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The hyperliterality of computers

7 / 24



R Markdown fun
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Fun with histograms
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Logging

10 / 24



Regression FAQs
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Regression equations
And is the intercept ever useful,
or should we always ignore it?
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Why use two steps to create a regression in R?
(i.e. assigning it to an object with <-?)

Why use tidy()
from the broom package?
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How was the 0.05 signi�cance
threshold determined?

Could we say something is signi�cant
if p > 0.05, but just note that it is at

a higher p-value?
Or does it have to fall under 0.05?
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Why all this convoluted
logic of null worlds?
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Frequentist

"Regular" statistics;
what you've learned
(and are learning here)

Bayesian

Requires lots of
computational power

Different "dialects" of statistics

P(data ∣ H0) P(H ∣ data)
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Do we care about the actual coef�cients
or just whether or not they're signi�cant?

How does signi�cance relate to causation?

If we can't use statistics to assert causation
how are we going to use this information

in program evaluation?
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What counts as a "good" R²?
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Transforming
data with dplyr
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Regression with R
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